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HW Counter Top Down Methodology
• Intel	Experts:	Michael	Chynoweth,	Ahmad	Yasin	
•Very	important	for	understanding	performance	
•Descrip(ons	exist	but	not	for	KNL	or	Atom	
•Top	down	spreadsheet	
•hKps://download.01.org/perfmon/TMAM_Metrics.xlsx	

•Collect	many	counters	with	a	mulOplexed	run	
• is	mulOplexing	OK?	
•fixed	counters	not	impacted	by	mulOplexing	(fixed	counter	in	clocks)	
• collect	mulOplexed	data	and	compare	with	fixed	counter	aKribuOon	
• if	difference	is	greater	than	10%,	then	mulOplexed	data	is	suspect	
• take	weighted	average	to	compare	the	data	use	PEBS	to	collect	cycles	
(consumers	of	expensive	loads)	

•Ask	Stephane	about	how	to	validate	mulOplexing	on	Linux	
•Fixed	cost	penalOes:	take	them	with	grain	of	salt	(may	be	overlapped)	
•Understanding	memory	hierarchy	issues	on	Intel	architectures	
•use	PEBS	to	track	expensive	loads	(e.g.	L3	misses)	
•use	PEBS	to	collect	cycles	(consumers	of	expensive	loads)	
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Intel Top-Down Methodology
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Gooda
•Gooda	contains	lists	of	interesOng	events	for	analyzing	performance	of	several	
architectures	
• List	of	penalOes	for	understanding	performance	on	different	architectures	
•hKps://github.com/David-Levinthal/gooda
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Hardware Counter High Level Issues
• Intel	needs	construcOve	feedback	
•people	care	about	performance	counters	

• changing	list	of	events	makes	it	hard	to	use	

•ValidaOng	events	for	processors	is	difficult	

•finite	resources	for	validaOon	
• some	events	go	private	when	not	useful
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Recommendations for Tuning
•Use	auto	feedback	driven	opOmizaOon	with	Intel	and	GCC	compilers	

•Data	that	can	be	collected	with	perf	
•perf	record	-e	branch_instrucOon_reOred_taken	-b	(uses	LBR)	-o	-	
•puts	results	in	a	pipe	mode	

•use	scripts	to	convert	this	to	a	gcov	file


